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Executive	Summary:	Large‐Scale	Linear	Programs	in	Planning	and	Prediction	
	
Linear	programs	–	including	network	flow	problems	–	are	so	central	to	planning	and	
prediction	problems	that	they	can	be	considered	as	computational	primitives.	That	
is,	they	are	computational	building	blocks	fundamental	to	the	modeling	process.	A	
key	reason	for	this	is	that	traditionally,	linear	programming	has	been	considered	to	
be	one	of	the	most	tractable	classes	of	optimization	problems,	with	efficient	interior	
point	methods,	as	well	as	highly	stable	variants	of	the	simplex	method,	which	have	
repeatedly	been	demonstrated	to	have	excellent	performance	in	practice.	
Nevertheless,	the	complexity	of	solving	linear	programs	grows	super‐linearly	in	the	
problem	size	–	faster	than	O(n3)	for	problems	with	n	variables.	While	this	has	
traditionally	not	presented	significant	bottlenecks,	for	problems	where	n	grows,	it	
promises	to	be	a	significant	impediment	to	future	research,	and	potentially	limit	our	
ability	to	model	more	complex	systems.		
	
This	promises	to	be	a	significant	challenge	as	we	move	to	modeling	highly	
connected	systems.	Autonomous	vehicles,	along	with	increased	capability	of	V2V	
and	V2I	communication	and	connectivity,	have	the	potential	to	produce	
transportation	systems	that	have	significant	coupling	and	correlation	across	very	
large	geographic	distances.	Particularly	in	more	dense	urban	settings,	the	scale	of	
models	must	necessarily	grow	accordingly.		
	
In	this	line	of	research,	we	have	sought	to	develop	highly	scalable	algorithms	for	
linear	programming.	Our	inspiration	is	the	tremendous	advances	in	first	order	
algorithms	for	convex	optimization	problems,	that	have	seen	remarkable	success	in	
large	scale	machine	learning	problems.	One	of	the	key	insights	in	this	domain	is	that	
the	accuracy	of	the	solution	is	not	the	bottleneck	–	rather,	it	is	the	size	that	presents	
problems.	The	most	used	algorithms	for	linear	programming,	including	interior	
point	methods	and	the	simplex	algorithm,	have	an	excellent	scaling	with	respect	to	
the	final	accuracy	or	error	of	the	solution.	This	makes	these	approaches	most	
appropriate	when	the	application	mandates	that	the	accuracy	of	the	final	solution	be	
extremely	accurate.	Examples	of	such	applications	include,	for	example,	channel	
decoding	via	linear	programming.	In	contrast,	large	scale	machine	learning	has	
adopted	algorithms	that	scale	very	slowly	in	dimension,	though	may	present	a	
higher	cost	to	achieve	very	low	error	solutions.	We	have	investigated	the	impact	of	
these	algorithms,	including	Mirror	Descent,	and	also	modifications	of	more	
sophisticated	and	parallelizable	algorithms	based	on	the	Multiplicative	Weights	
Framework.		
	

Note:	A	full	report	is	forthcoming.	
	 	


	Front matter
	Front cover
	Center information
	Tech.Rpt.Doc.Pg.
	Disclaimer
	Acknowledgements

	Executive Summary



